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Motivation

e Deep neural models: state-of-the-art for many tasks

Progress in Machine Translation (En-De WMT’14)
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[Sources: eff.org, nlpprogress.com]
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Motivation

e Deep neural models: state-of-the-art for many tasks

Input Blackbox > Output

e Issue: opagqueness

e Interpretation is important
o Debugging
Better understanding
Increasing trust in Al systems
Assisting ethical decision making
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In this talk ...

Analyze representations
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In this talk ...

e Analyze core language properties

Interlingua
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Part of Speech and Morphological Tagging

e \Word-level annotations
e Rich morphological tags for a few languages

Obama receives Netanyahu in the capital
NP VBZ NP IN DT NN
Obama empfaangt Netanyahu in der Hauptstadt
nn.nom.seg. vvfin.3.sg.pr ne.nom.sg.* appr.- art.dat. nn.dat.sg.f

neut es.ind sg.fem em

of USA
IN NP
der USA

art.ge nn.gen.pl.
n.pl.* *

12




Syntactic Relations

e Predict relation between two words

Obama

receives

{ obl}

Netanyahu in the

https://universaldependencies.org/quidelines.html

capital

of

USA
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Semantic Dependency Relations

e Predict relationship between two words

(LOC)
ACT-arg
Obama receives Netanyahu in the

For details on the tagging, see Cinkova et al. 2004

(APP)

)

capital

of

USA
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Methodology
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Neural Activations

Input layer Hidden layers i Output layer
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Methodology

Formally,
o letx = {xl, o, ... ,a:n} denotes a sequence of input features
e M is a neural network model
e M maps input  to a sequence of latent representations 2 = {zl, 29, ... ,zn}
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Formally,
o letx = {:vl, To, ... ,a:n} denotes a sequence of input features
e M is a neural network model
e M maps input  to a sequence of latent representations 2 = {21, 22, ..., 2n}




Methodology

e Logistic regression classifier on the {z;,1;} pair
o Linear model for better explainability

e Minimize negative log likelihood of the training data

L£(0) = — Zlog Py(1;|z;)

e Performance of the classifier reflects the quality of the representation with
respect to the property

21




Experimental Setup

® Sequence to sequence with attention mechanism
o Bi-directional LSTM
o 2 layers and 4 layers models
e English to/from German French, Spanish, Czech, Arabic, Hebrew
e NMT Training Data - WMT, IWSLT, UN corpora
e Linguistic properties
o Morphology

o Semantics, Syntax (concatenate representations of words)
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Questions

Linguistic information
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Model-level Analysis

e Overall performance on the auxiliary tasks
e Average performance across several languages
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Findings: Morphological Learning

Layer-wise learning
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Findings: Syntactic Learning

e Layer-wise learning " Layer1 M Layer2 I Layer3 M Layer4 M Combination
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Findings: Semantic Learnina

Layer-wise learning

Classifier accuracy
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Comparing systems trained using different granularities

e \arious representation units because of
o Vocabulary reduction
o Unknown word problem
o Morphological segmentation

Professor admits to shooting girlfriend

Professor admits to sho@@ oting gir@@ |@@ friend

Professor admit@@ s to shoot@@ ing girl@@ friend

Professor_admits _to _shooting girlfriend
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Morphological Learning

e Comparing input representations

B Word [l BPE [ Morfessor B Character
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Syntactic Learning

e Comparing input representations

M word 7l BPE [ Morfessor B Character
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Neuron-level Analysis
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Individual Neurons

e What is the role of individual
neurons?

e Several open questions

O
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Representation of information

Role of individual neurons

Important vs. less important neurons

Pretrained Neural Machine Translation Model
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Individual Neurons

We propose two methods:
e Linguistic correlation

e Cross-model correlation

Use Case
e Controlling model behavior

e Feature selection and model distillation

o  Useful in transfer learning

33



Linguistic Correlation Analysis

e Goal: Identify neurons with respect to a property

o Parts of speech properties like noun, verb, adjective
o  Semantic properties
o Month of year, position in a sentence

O
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Linguistic Correlation Analysis

e Goal: Identify neurons with respect to a property

(@)

Parts of speech properties like noun, verb, adjective

(@)

Semantic properties

(@)

Month of year, position in a sentence

e Extrinsic supervised classification

e Extract important neurons that capture a given property
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Methodology

Trained Neural




Methodology

Trained Neural

Model
©— 0@

How are you

Property
classifier

Auxilliary
verb
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Methodology

Trained Neural Property Salient Neurons
Model classifier extraction
U R U _\ U Auxilliary from weight distribution
) ) Ly verb
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Methodology

e Logistic regression classifier on the {z;,1;} pair
o Linear model for better explainability

e Learned weights: Measure of the importance of each neuron z;

e To encourage feature ranking: use elastic net regularization

L(0) = =) log Py(L|z;) + Ail|6]l1 + X2]|6]]3
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Methodology

e Choice of using elastic net is critical to identify both focused and distributed
neurons

e The lasso regularization part of elastic net brings in focused neurons

e The ridge regularization part of elastic net brings in group of correlated
neurons

e Elastic net strikes a good balance between localization and distributivity

40



Evaluation - Ablation in Classifier

e How good are the rankings?

41



Evaluation - Ablation in Classifier

e How good are the rankings?

e Keep top/bottom N% neurons
e Accuracy: top N% vs. bottom N% neurons

Tasks All
French (POS) 93.2
English (POS) 93.5
English (SEM) 90.1
German (POS) 93.6

e Part-of-speech (POS) tagging and semantic (SEM) tagging




Visualization - Top Neurons

the efforts of the Libyan authorities to recover
funds under the Qadhafi regime

English Verb # 1902

in particular resolution 2216

Position Neuron # 1903

er hatte [iilflextrene Forn ENEMMSAEEBGREREAL

Nebennierenrindenhyperblasie .

Article Neuron # 590
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Focused vs. Distributed Neurons

e The open class categories are distributed
e The closed class categories are focused
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Focused vs. Distributed Neurons

The open class categories are distributed

The closed class categories are focused
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August, July, January,
September, October,
presidential, April, May,
February, December

LOC DOM MOY

DEC

#1960

no, No, not, nothing, nor,
neither, or, none,
whether, appeal

#1590

50, 10, 51, 61, 47, 37, 48, 33,
43, 49
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Controlling Systems’ Behavior




Controlling Systems’ Behavior

e Neurons responsible for specific properties
Can we use this information to control models?

e Benefit: Mitigating bias in models, e.g. gender bias

Turkish to English Translation

o bir doctor he is a doctor
o bir hem she is a nurse
mashable.com/2017/11/30/google-translate-sexism 47



Controlling Systems’ Behavior

e |[ntervene in neuron activations at test time
Process

|Identify neuron(s) with respect to a property

At test time, encode the source sentence as usual

Set the activation of a particular neuron(s) in the encoder state to (x
(X is a function of mean activations over a property

Experimented with gender, number and tense

48



Controlling Translations

For example, consider the top neuron of verb past tense

7439th meeting , [Jifflon 11 May 2015 .

1sIL itself has [JVid&E65 depicting people being §
pUShEdsefflibuildings , decapitation and crucifixion .

UNICEF :rcrgency cash assistance to tens of thousa
assistance to vulnerable families which had been internally

5 |, including stoning , being

Wamﬂies in camps and UNHCR [N - --h

BEEOEREEEEN the important contribution of the African Peer echanism since its inception in improving governance and
supportlng socioeconomic development in African countries , and in this regard the hlﬂ-level panel d i

October 2013 on Africa &apos;s innovation in governance through 10 years of the African Peer echanism ,
the sixty-eighth session of the General Assembly to dth_e_anmversary of the Mechanism ;
gn bonds in Germany and those in other countries Werelrelatively Hiaffectednby political and market

BBFEaESNbe tween Sover

uncertainties concerni'ng* Greece in I58te 2014 and Early

[ to a range of abh

e Fix its value to enforce tense
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Controlling Translations

Result of changing tense neuron

| Translation | Tense

Arabic | Ollatiat) {Lgtis 3 9gt\a gga b Wil o 55 9 \ ol o ‘ past/present

French ] Le Comité a appuyé/appuie les efforts des autorités ‘ past/present

Spanish ] El Comité apoyd/apoyaba/apoya los esfuerzos de las autoridades ‘ past/impf./present

Russian ‘ Komwurer nopep:kait/moaep:KuBaeT yCUIns BIacTei ‘ past/present

Chinese | ZR% X SR K B 1 ZRE B4 FF =R K %7 | untensed/present
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Controlling Translations

e Result of changing gender

Translation Gen | Translation Gen
Los partidos interados ~ ms. Temas relativos a la informacién ms.
Las partes interesadas ~ fm. Cuestiones relativas a la informacion ~ fm.
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Controlling Translations

e Open research question
e Whether all properties are manipulatable?
e Gender is the hardest in our case

e Train models with additional nobs of controlling
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Cross-Model Correlation Analysis

Linguistic correlation analysis

e Requires linguistic annotations
e Assumption: properties are important

What does the model care about?

53



Cross-Model Correlation Analysis

Linguistic correlation analysis

e Requires linguistic annotations
e Assumption: properties are important

What does the model care about?
Cross-model correlation analysis

e Salient neurons for the model
e No annotation

54



Cross-Model Correlation Analysis

Basic Idea

e Hypothesis: Different models learn similar properties
e Search for neurons that share similar patterns in different networks

e Use correlation between neurons as a measure of their importance

55



Cross-Model Correlation Analysis

Correlation of a neuron

Models

(@)

(@)

(@)

Different checkpoints
Different random initialization
Different languages

Correlation

0.11C) Pearson

0.71C correlation }]0.3
g coefficients :
Max: 0.7 Max: 0.9

\Score 0. 9/

(Global maximum)
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Cross-Model Correlation Analysis

Consider u;fn denotes i-th neuron activations in the m-th model

Maximum Correlation: highest correlation of u;n with any neuron in all other
models

MaxCorr(ul") = max |p(U§n,U?,)|
J,m’'#m

,0‘ is the pearson correlation

57




Evaluation - Ablation

Top 10%: drop by 15-20 BLEU points

Bottom 10%: drop by 2-3 BLEU points

BLEU

50

= Top
T\ 4 Bottom
40

30
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0

N\

\ \ Maximum Correlation

\
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50 100 150 200 250 300 350 400 450 500
Neurons Erased

English - Spanish Model

58




Evaluation - Cross-Model vs. Linguistic Rankings

e Cross-model rankings are 40
. —{— Cross-model Top
most salient to the model 35 [, ¥ Gross-model Bottom
30 B —O— Linguistic-Correlation (POS)
\\o"* - Linguistic-Correlation (SEM)
e |n other words, there are o 25
o
properties more important 2 20
Ll
than POS and SEM to B 15
generate better translations 10

0 200 400 600 800 1000 1200

Number of ablated neurons

English - French
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Evaluation - Visualization

e Information captured by top neurons

60



Evaluation - Visualization

e Many top neurons capture position
o Activates negatively to positively

particular resolution 2216 ( 2

e Having position neurons among the top neurons means that this phenomenon
is important for the model to learn

61



Evaluation - Visualization

e Other top neurons: location neurons, tense neurons, etc.
o Neuron activates positively for words inside parentheses and negatively for words outside
parentheses

Private International Law ( ESESENENOSN eSS cquested the
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Evaluation - Visualization

e Other top neurons: location neurons, tense neurons, etc.
o Neuron activates positively on present tense (“recognizes, recalls, commemorate)
o Neuron activates negatively on past tense (published, disbursed, held)

7439th meeting , [Jlffon 11 May 2015 .
ISIL itself has depicting people being sul
buildings , decapitation and crucifixion .

UNICEF - rcrgency cash assistance to tens of thousa
assistance to vulnerable families which had been internally

'to a range of ab

Wamﬂies in camps 'and UNHCR -t

1 . FEEBEEEElthe important contribution of the African Peer lechanism since its inception in impro governance and
supporting socioeconomic development in African countries , and in this regard the hlﬁ-level panel ssion on 21

October 2013 on Africa &apos;s innovation in governance through 10 years of the African Peer echanism , during
dm_anniversary of the Mechanism ;

the sixty-eighth session of the General Assembly to
reign bonds in Germany and those in other countries Werelrelatively [Hiaffectednby political and market

BBFEaESNbetween S

uncertainties concernmngreece in [8fe12014 and Early 2015 .

nts , including stoning , being
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Visualization

e Country names
e Phrase-level information

The S15€K could reach the [liSSS@Mborder as soon as Sunday .

MR o SN honcers o SEMIERLshort of e NN
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Summary

e Network learns linguistic information at various level of granularity

e Lower-layers are good in learning word-level concepts while higher-layers
focus more on abstract and syntactic concepts

e Information is both focused and distributed
e Position information is among the most salient property
e Neurons capture multiple related properties -- present and past tense

e Potential applications

o  Controlling the model
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Thank you !l

On the Linguistic Representational Power of Neural Machine Translation Models. Computational
Linguistics.

One Size Does Not Fit All: Comparing NMT Representations of Different Granularities. NAACL-HLT.
What is One Grain of Sand in the Desert? Analyzing Individual Neurons in Deep NLP. AAAI 2019.
NeuroX: A Toolkit for Analyzing Individual Neurons in Neural Networks. AAAlI Demo Track 2019.
Identifying and Controlling Important Neurons in Neural Machine Translation. ICLR 2019.

What do Neural Machine Translation Models Learn about Morphology?. ACL 2017.

Evaluating Layers of Representations in Neural Machine Translation on Part-of-Speech and Semantic
Tagging Tasks. IJCNLP 2017.

Understanding and Improving Morphological Learning in the Neural Machine Translation Decoder.
IJCNLP 2017.
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