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Motivation - Compared to Statistical MT
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Source: http://www.statmt.org/moses/?n=FactoredTraining.EMS
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Motivation
● Deep neural models: state-of-the-art for many tasks
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Complicated Simple

Transparent Black-box
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Motivation
● Deep neural models: state-of-the-art for many tasks

● Issue: opaqueness

● Interpretation is important
○ Debugging
○ Better understanding
○ Increasing trust in AI systems
○ Assisting ethical decision making
○ ...

BlackboxInput Output
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● Analyze representations
○ Model and Layer-wise 
○ Neuron-level 

In this talk ...
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In this talk ...
● Analyze core language properties
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Source 
language

Direct translation

Target 
language

Syntax

Semantics

Interlingua

The Vauquois Triangle 



Part of Speech and Morphological Tagging

● Word-level annotations
● Rich morphological tags for a few languages

Sentence Obama receives Netanyahu in the capital of USA

POS NP VBZ NP IN DT NN IN NP

Sentence Obama empfӓangt Netanyahu in der Hauptstadt der USA

Morph nn.nom.seg.
neut

vvfin.3.sg.pr
es.ind

ne.nom.sg.* appr.- art.dat.
sg.fem

nn.dat.sg.f
em

art.ge
n.pl.*

nn.gen.pl.
*
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Syntactic Relations
● Predict relation between two words

https://universaldependencies.org/guidelines.html 13
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Semantic Dependency Relations
● Predict relationship between two words

For details on the tagging, see Cinková et al. 2004
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Methodology
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Methodology
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Neural Activations



Methodology

Assumption: Performance of the classifier reflects the quality 
of the representations for the given property
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Methodology

Formally, 
● Let                                          denotes a sequence of input features
●      is a neural network model
●      maps input     to a sequence of latent representations 
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Methodology

Formally, 
● Let                                          denotes a sequence of input features
●      is a neural network model
●      maps input     to a sequence of latent representations 

● Consider a classification task that predicts a property   in a property set     that 
we believe is intrinsically learned in the model      

● We assume that the supervision is available as               where      is the input 
word and     is its label
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Methodology

● Logistic regression classifier on the            pair
○ Linear model for better explainability

 
● Minimize negative log likelihood of the training data

● Performance of the classifier reflects the quality of the representation with 
respect to the property
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Experimental Setup

● Sequence to sequence with attention mechanism

○ Bi-directional LSTM

○ 2 layers and 4 layers models

● English to/from German French, Spanish, Czech, Arabic, Hebrew

● NMT Training Data - WMT, IWSLT, UN corpora

● Linguistic properties

○ Morphology

○ Semantics, Syntax (concatenate representations of words)
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Questions
● Linguistic information

○ What, Where and How much

○ Effect of training choices

○ Effect of different granularities

● Role of individual neurons

● Focused vs. distributed

● ...
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Model-level Analysis

● Overall performance on the auxiliary tasks
● Average performance across several languages

24

POS Morphological Syntax Semantics 

Majority 90.4 74.6 67.3 84.2

MT Classifier 95.4 85.4 89.2 91.4

Task-specific Classifier 96.6 91.6 - -



Findings: Morphological Learning

● Layer-wise learning
Layer 1 learns the most 

about the morphology but 
information is distributed
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Findings: Syntactic Learning

● Layer-wise learning

Higher layers learn more 
about syntax!
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Findings: Semantic Learning

● Layer-wise learning
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Higher layers learn more 
semantics!



Comparing systems trained using different granularities

● Various representation units because of
○ Vocabulary reduction
○ Unknown word problem
○ Morphological segmentation 

Words Professor admits to shooting girlfriend

BPE Professor admits to sho@@ oting gir@@ l@@ friend

Morfessor Professor admit@@ s to shoot@@ ing girl@@ friend

Characters P r o f e s s o r _ a d m i t s _ t o _ s h o o t i n g _ g i r l f r i e n d
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Morphological Learning

● Comparing input representations

Character representations are 
better at learning Morphology
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Character representations are 
more robust towards noise



Syntactic Learning

● Comparing input representations

30

Character-based 
representations are worse in 

learning syntax

Character-based: suffer from 
long-range dependency



Neuron-level Analysis
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Individual Neurons

● What is the role of individual 

neurons?

● Several open questions

○ Learning pattern

○ Representation of information

○ Role of individual neurons

○ Important vs. less important neurons

○ ...

32

Individual 
Neurons



Individual Neurons
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We propose two methods:

● Linguistic correlation

● Cross-model correlation

Use Case

● Controlling model behavior

● Feature selection and model distillation

○ Useful in transfer learning



● Goal: Identify neurons with respect to a property

○ Parts of speech properties like noun, verb, adjective

○ Semantic properties

○ Month of year, position in a sentence

○ ...

Linguistic Correlation Analysis

34



● Goal: Identify neurons with respect to a property

○ Parts of speech properties like noun, verb, adjective

○ Semantic properties

○ Month of year, position in a sentence

○ ...

● Extrinsic supervised classification

● Extract important neurons that capture a given property

Linguistic Correlation Analysis
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Methodology
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Methodology
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Methodology
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Methodology

● Logistic regression classifier on the            pair
○ Linear model for better explainability

● Learned weights: Measure of the importance of each neuron
 
● To encourage feature ranking: use elastic net regularization
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Methodology

● Choice of using elastic net is critical to identify both focused and distributed 
neurons

● The lasso regularization part of elastic net brings in focused neurons
● The ridge regularization part of elastic net brings in group of correlated 

neurons
● Elastic net strikes a good balance between localization and distributivity
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Evaluation - Ablation in Classifier

● How good are the rankings?
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Evaluation - Ablation in Classifier

● How good are the rankings?

● Keep top/bottom N% neurons
● Accuracy: top N% vs. bottom N% neurons

● Part-of-speech (POS) tagging and semantic (SEM) tagging 

20%

Tasks All Top Bottom
French (POS) 93.2 79.4 24.9
English (POS) 93.5 84.1 21.5
English (SEM) 90.1 74.2 20.7
German (POS) 93.6 88.2 15.7
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Visualization - Top Neurons

English Verb # 1902

Position Neuron # 1903

Article Neuron # 590
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Focused vs. Distributed Neurons

● The open class categories are distributed 
● The closed class categories are focused 
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Focused vs. Distributed Neurons

● The open class categories are distributed 
● The closed class categories are focused 
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Neuron Top 10 Words

#1925 August, July, January, 
September, October,
presidential, April, May, 
February, December

#1960 no, No, not, nothing, nor, 
neither, or, none,
whether, appeal

#1590 50, 10, 51, 61, 47, 37, 48, 33, 
43, 49



Controlling Systems’ Behavior

46



Controlling Systems’ Behavior

● Neurons responsible for specific properties

Can we use this information to control models?

● Benefit: Mitigating bias in models, e.g. gender bias
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Turkish to English Translation

o bir doctor he is a doctor

o bir hem she is a nurse

mashable.com/2017/11/30/google-translate-sexism



Controlling Systems’ Behavior

● Intervene in neuron activations at test time

Process

● Identify neuron(s) with respect to a property
● At test time, encode the source sentence as usual
● Set the activation of a particular neuron(s) in the encoder state to 
●     is a function of mean activations over a property
● Experimented with gender, number and tense
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Controlling Translations

For example, consider the top neuron of verb past tense

● Fix its value to enforce tense
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Controlling Translations

● Result of changing tense neuron

50



Controlling Translations

● Result of changing gender
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Controlling Translations

● Open research question

● Whether all properties are manipulatable?

● Gender is the hardest in our case

● Train models with additional nobs of controlling
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Cross-Model Correlation Analysis

Linguistic correlation analysis

● Requires linguistic annotations 
● Assumption: properties are important

What does the model care about?
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Cross-Model Correlation Analysis

Linguistic correlation analysis

● Requires linguistic annotations 
● Assumption: properties are important

What does the model care about?

Cross-model correlation analysis
● Salient neurons for the model
● No annotation
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Cross-Model Correlation Analysis

Basic Idea

● Hypothesis: Different models learn similar properties

● Search for neurons that share similar patterns in different networks

● Use correlation between neurons as a measure of their importance
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Cross-Model Correlation Analysis

● Correlation of a neuron

● Models
○ Different checkpoints
○ Different random initialization
○ Different languages
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Cross-Model Correlation Analysis

Consider        denotes i-th neuron activations in the m-th model

Maximum Correlation: highest correlation of        with any neuron in all other 
models

      is the pearson correlation
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Evaluation - Ablation

Top 10%: drop by 15-20 BLEU points

Bottom 10%: drop by 2-3 BLEU points 
Maximum Correlation

English - Spanish Model
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Evaluation - Cross-Model vs. Linguistic Rankings

● Cross-model rankings are 
most salient to the model

● In other words, there are 
properties more important 
than POS and SEM to 
generate better translations

English - French
59



Evaluation - Visualization

● Information captured by top neurons
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Evaluation - Visualization

● Many top neurons capture position
○ Activates negatively to positively 

● Having position neurons among the top neurons means that this phenomenon 
is important for the model to learn
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Evaluation - Visualization

● Other top neurons: location neurons, tense neurons, etc.
○ Neuron activates positively for words inside parentheses and negatively for words outside 

parentheses

62



Evaluation - Visualization

● Other top neurons: location neurons, tense neurons, etc.
○ Neuron activates positively on present tense (“recognizes, recalls, commemorate)
○ Neuron activates negatively on past tense (published, disbursed, held) 
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Visualization

● Country names
● Phrase-level information
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Summary

● Network learns linguistic information at various level of granularity

● Lower-layers are good in learning word-level concepts while higher-layers 
focus more on abstract and syntactic concepts

● Information is both focused and distributed

● Position information is among the most salient property

● Neurons capture multiple related properties -- present and past tense

● Potential applications

○ Controlling the model
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Thank you !!!

● On the Linguistic Representational Power of Neural Machine Translation Models. Computational 
Linguistics.

● One Size Does Not Fit All: Comparing NMT Representations of Different Granularities. NAACL-HLT.

● What is One Grain of Sand in the Desert? Analyzing Individual Neurons in Deep NLP. AAAI 2019.

● NeuroX: A Toolkit for Analyzing Individual Neurons in Neural Networks. AAAI Demo Track 2019.

● Identifying and Controlling Important Neurons in Neural Machine Translation. ICLR 2019. 

● What do Neural Machine Translation Models Learn about Morphology?. ACL 2017.

● Evaluating Layers of Representations in Neural Machine Translation on Part-of-Speech and Semantic 
Tagging Tasks. IJCNLP 2017.

● Understanding and Improving Morphological Learning in the Neural Machine Translation Decoder. 
IJCNLP 2017.
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